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Abstract—This paper proposes an energy-efficient security-
aware architecture for wireless control systems to be used in
factory automation. We face deception attacks that corrupt com-
mands and measurements in a smart way and with intermittent
behavior to produce the highest damage without being discovered.
The intrusion is hard to distinguish from normal disturbance.
Furthermore, protection against attacks is energy-consuming and
it would be desirable to activate protection only when needed. We
propose packet-based selective encryption to reduce energy con-
sumption, and to detect when an attack starts and ends. Since
energy consumption depends also on packet transmission rate,
especially during attacks, we also propose to adapt it according
to instantaneous control performance.

Index Terms—Deception attack, digital signature, encryp-
tion, energy-efficiency, networked control system (NCS), security,
wireless transmission.

I. INTRODUCTION

S ECURITY aspects in factory automation have become a
hot topic in the last years since monitoring and control

tasks are more and more complex. Such systems often employ
distributed networks of embedded sensors and actuators that
interact with the physical plant, and are monitored and con-
trolled by a supervisory control and data acquisition (SCADA)
system [25]. The communication through packet-based net-
works among different subsystems is necessary but, at the same
time, risky in terms of confidentiality and data integrity [3], [8],
[10], [27].

Security attacks could bring to severe damages especially
where networked control systems (NCSs) are used to operate
in dangerous environment (e.g., chemical plant) or in critical
scenarios (e.g., teleoperation). Fig. 1 shows the basic block dia-
gram of an NCS where the continuous-time plant P (s) and
the digital controller C(z) are connected through a packet-
based network. The plant sends packets containing the output
y, whereas the controller sends packets containing the com-
mands u to the plant aiming at keeping y as close as possible
to the reference r. In this work, we consider deception attacks
which affect the data integrity of packets by modifying their
payload. In particular, we assume that an intermediate system
of the network is tampered, so that it relays corrupted packets.
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The attacker can affect either command packets u (using dC2P)
or measurement packets y (using dP2C) or both.

In general, NCSs present many challenges due to the time-
varying delays and packet dropouts. This work does not focus
on them and we assume stability for granted. We study method-
ologies to detect an attack and to mitigate its effect on the
NCS from the point of view of both performance and damage.
Clearly, there is a tradeoff between security and performance
[19], [40] and the proposed approach can be combined with
such literature to find an optimal configuration.

Usual techniques to protect packets’ integrity are based on
digital signature, which appends an encrypted summary of the
message to the message itself. If the attacker corrupts such a
message, its presence is revealed. Digital signature increases
energy consumption mainly due to the increased size of the
transmitted packet. This could be a problem in case of battery-
powered wireless devices which are gaining interest in factory
automation [1], [9], [16], [35], [38].

Traditionally, energy optimization focuses on the digital
part of the system and on the executed software; well-known
energy-saving techniques can be either hardware (HW)-based
[33] such as clock-gating, voltage, and frequency scaling, or
SW-based [7]. In the context of networked embedded systems,
it is traditionally known that communications play a significant
role in energy consumption [12] and, for this reason, energy-
efficient transmission strategies have been designed recently
[18], [37].

While energy overhead can be tolerated during an attack,
it represents a waste of resources when the attack is not
active. Therefore, the most important issue to optimize sys-
tem resources is intrusion detection. Traditional anomaly-based
intrusion detection systems (IDSs) monitor network traffic and
compare it against an established baseline [13]. The base-
line will identify what is “normal” for that network, what
sort of bandwidth is generally used, what protocols are used,
and what ports and devices generally connect to each other.
Even if applied to control applications [39], [41], traditional
approaches look for “formal” or “network-oriented” anomalies
and do not analyze the content of packets from the point of
view of a control application. For example, altered commands
transported by a formally correct protocol are not detected
by a traditional IDS. In the context of control systems, some
attacks have been designed to be virtually undetectable [24].
Past literature shows that intrusion detection is an open prob-
lem [17], [25], [26]. Furthermore, in a simple example at the
beginning of the paper, we will show that packet deception
cannot be detected simply by looking at the control perfor-
mance since in many cases, injected data are not distinguishable
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Fig. 1. Block diagram of an NCS for factory automation under deception
attack.

from normal perturbations of the physical plant. The proposed
architecture does not rely on a particular detection mechanism
but rather it aims at detecting the begin and end of the attack
and reacting against it. In particular, we propose the selec-
tive encryption of the packets exchanged between controller
and plant, and we present an attack-detection methodology
based on the comparison between encrypted and unencrypted
commands.

Selective encryption was used to guarantee different levels
of smart meter privacy [11] and to reduce energy consumption
in wireless communications, e.g., for the transmission of voice
[14] and ECG data [22].

Another issue is attack mitigation, i.e., the countermeasure
to be adopted when an attack is detected. From one side, this
technique should eliminate damage risks and performance loss;
however, from the other side, it should preserve the possibility
to detect that the attack is over, so that resource consumption
can be reduced. Attack mitigation has been addressed in the
context of wireless transmission [30] and smart grid applica-
tions [34]. In this work, we propose to encrypt all the packets
of the flow under attack except some anchor packets to detect
when attack is over.

Recent work on the impact of packet losses on control per-
formance shows that not all packets (i.e., commands and output
measurements) are equally important [2], [32]. This finding
suggests to further improve energy efficient by varying the
packet transmission rate according to the control performance.

All these mechanisms need an extended architecture, which
is also presented in this paper. The components of this architec-
ture are suitable to be embedded in smart devices by following
guidelines in literature [23].

This paper is organized as follows. Section II provides
a motivation and a definition of the problem. Section III
presents the proposed architecture for energy-efficient intru-
sion detection and mitigation. Simulation results are reported
in Section IV, and conclusion is drawn in Section V.

II. PROBLEM DESCRIPTION

A. Wireless Control Systems

Fig. 1 shows the basic block diagram of an NCS where the
continuous-time plant P (s) and the digital controller C(z) are

connected through a packet-based wireless network. Both con-
troller and plant are represented using a linear model whose
transfer functions are given by C(z) and P (s), where z is the
Z-transform variable and s is the Laplace variable, respectively.
The plant sends packets containing the output y, whereas the
controller sends packets containing the commands u to the plant
aiming at keeping y as close as possible to the reference r.

Wireless networks are spreading in the context of machine-
to-machine communication (e.g., for factory automation) since
they can be easily deployed, without additional cost for wiring,
and extended to introduce new controllers, sensors, and actu-
ators. Furthermore, in some mobile or harsh environments,
wireless communications are the only solution. There are vari-
ous wireless protocols in literature, with both deterministic and
statistical latency [1]. Wireless medium may introduce trans-
mission issues, e.g., delay and packet losses, which can affect
control performance. In literature, various techniques have been
proposed to address these problems [15]. When wires are not
present, energy should be supplied through batteries or har-
vested from the environment: in both cases, energy efficiency
becomes a strong requirement to guarantee long device lifetime
without human intervention [6].

The main cause of energy consumption is transmission; for
instance, the well-known Texas Instruments CC2530 SoC1 con-
sume about 30 mA to transmit and about 6.5 mA to perform
computation [36]. The evolution of processors will progres-
sively reduce the energy consumption for computation, but the
energy consumption for transmission cannot be easily reduced
since it strongly depends on application requirements (e.g.,
transmission range). Therefore, the proposed security approach
aims at minimizing the transmission overhead due to encryp-
tion. Energy can also be saved by reducing the transmission
rate of commands and output measurements when the control
performance are above a desired threshold.

B. Cyber-Attacks and Protection

Wireless networks are particularly prone to security attacks
since the attacker does not need to tamper the wire to listen
communications. In this work, we are interested in message
corruption, as it can lead to severe damage of the NCS.
Therefore, we assume a “man-in-the-middle” attack approach,
which changes the messages in a tampered intermediate node
according to the attacker strategy.

Attack countermeasures are based on several encryption
methods, classified into symmetric, e.g., Advanced Encryption
Standard (AES), and asymmetric (e.g., RSA). To assess mes-
sage integrity, digital signature is used. In this scheme, the
message signature is generated by the sender by encrypting a
short digest of the message using sender’s private key; digest is
created using a hash function known also at receiver side; the
signature is transmitted together with the message; the receiver
decrypts the signature with sender’s public key and compares
the result with a locally computed digest; if they are equal, the
message integrity is verified. If the content of the message is
changed during transmission, it does not correspond with the

1SoC stands for system on chip.
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Fig. 2. Model of the attacker.

signature and therefore, the receiver detects the attack. The
basic assumption is that it should be computationally infeasi-
ble to generate a valid signature for a party without knowing
party’s private key. When symmetric key is used, the signature
is named Message Authentication Code. To detect also replay
attacks, a counter can be inserted in the signed message. In
this work, we assume the presence of an end-to-end security
protocol. In other words, packet signing and integrity check
are performed at controller and plant side while intermediate
network devices just relay packets. In this way, a man-in-the-
middle attack on a tampered network device cannot modify
signed data without being discovered. If the attacker knows
the transmission protocol, it is able to understand whether a
packet contains a message signature. Therefore, without loss
of generality, in this work, we just define a signed message as
“encrypted” (E = 1) and we assume that the attacker should not
alter it to stay hidden.

Assumptions on the attacker strategy are very important to
design an effective security solution. Traditionally, the attacker
of controlled systems has three main objectives: 1) damage
the system under control; 2) reduce control performance; and
3) remain undiscovered for a long time. To achieve these
objectives, in this work, we assume that the attacker:

1) alters signal from controller to plant and plant to con-
troller to damage the plant and to reduce control perfor-
mance;

2) keeps untouched the encrypted messages to avoid being
discovered.

A possible formal model of the attacker is obtained using
a stochastic (i.e., Markov chain) hybrid system as shown in
Fig. 2. The locations refer to the attack (A = 1) or not-attack
(A = 0) status; pij is the transition probability from state i to
state j that may occur when the condition t > T is satisfied. T
is the minimum time duration of both an attack and the inter-
val between two attacks. The expression s̄ = f(s, E) means that
the packets containing the signal s are corrupted only if unen-
crypted (E = 0). The signal s could be the command u or the
measurement y.

Packet encryption leads to more energy consumption. For
instance, AES with 192-bit key and 100-byte packets leads
to about 8% more energy consumption on a wireless device
using IEEE 802.11 protocol [29]. Assuming the use of IEEE
802.15.4 protocol standard with a maximum packet size of
133 bytes, AES-based signature is 16 bytes [5], thus leading
to an energy overhead of about 12%; in case of smaller packets,
such overhead would be even higher. Energy overhead is due to
the higher use of computational and communication resources.

Fig. 3. Behavior of an NCS without attack. From top to bottom: control perfor-
mance; applied commands; received measurements; and energy of the applied
commands.

In our work, we decided to focus only on the latter aspect.
The presence of a signature increases the size of the packet,
which requires more energy to be transmitted. This contribu-
tion to energy overhead is independent of CPU power, hardware
architecture, transmission standard, and encryption standard.
Furthermore, the evolution of embedded systems and cryp-
tography will probably decrease the computational overhead
while the transmission overhead will not change easily being
more dependent on application requirements (e.g., transmission
range).

Since the protection of all packets consumes a huge amount
of energy, two objectives should be achieved.

1) The protection should be activated only when the attack
is on-going.

2) The transmission rate should be reduced when instanta-
neous control performance is better than desired.

Unfortunately, attack detection is a hard task as shown in the
next example.

C. Motivating Example

It is worth noting that, in general, attack detection may be
difficult if performed by analyzing the control performance. In
the next example, we analyze the behavior of the NCS used in
our experiments in which the plant is a first-order system [see
(19)] and the controller is proportional-integral.

Fig. 3 reports the behavior of the NCS when no attack is
performed. The first plot compares reference and output sig-
nals; the controller has been designed so that the rms of the
tracking error is around 2± 1 rad/s in nominal condition. The
second and third plots show the behavior of the commands
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Fig. 4. Behavior of an NCS under attack. From top to bottom: control perfor-
mance; applied commands; received measurements; and energy of the applied
commands. Attacks: dC2P(t) = A sin(ωat) (A = 6, ωa = 2π40 rad/s) is
added to the commands on the intervals [5, 10] and [15, 30] s; dP2C(t) =
A square(t/P ) (A = 5, period P = 5 s, duty cycle 50%) is added to the
measurements on the interval [25, 35] s.

and measurements; all signals, independently of their protec-
tion level, arrive untouched at plant side. The fourth plot shows
the energy dissipated by the plant’s actuator to apply the com-
mand. Such energy may be a source of damages for the actuator
and the plant itself and therefore, its value is carefully con-
sidered during control design. Fig. 4 reports the behavior of
the same system when an attack is performed in the intervals
between dashed vertical lines on the controller-to-plant channel
and between dotted lines on the plant-to-controlled channel. In
the first plot, it is worth noting that the tracking error is only
slightly affected by the attack showing that the attacker cannot
be easily detected just by looking at this metric. The second
and third plots show the presence of the attacker signal dC2P

superimposed to the original command and of dP2C superim-
posed to the measurement, respectively. These signals cannot be
distinguished from normal perturbation at plant and controller
side and they are compensated by the closed-loop control, thus
making the attack undetectable. The fourth plot shows that the
attack increases the energy dissipated by the plant’s actuator,
thus increasing its damage probability. It is worth highlighting
that dC2P has a much stronger effect on the energy than dP2C,
as it is clear from the closed-loop block diagram in Fig. 1. On
the other hand, dP2C has a much stronger effect on e than dC2P.

Furthermore, in general, an attack cannot be revealed by
detecting the change of statistical properties of a sequence of
commands or measurements; in fact, such change can be part
of the normal control behavior, i.e., after a sudden change in

the reference signal. Past literature avoided this problem by
assuming a steady-state condition [25].

D. Objectives and Assumptions

A novel energy-efficient security-aware control architecture
should have:

1) an energy-efficient mechanism to promptly detect attacks;
2) an attack mitigation strategy which is also able to detect

the end of the attack interval;
3) a mechanism to save transmission energy without com-

promising control performance.
The proposed architecture is based on the concept of selec-

tive encryption according to which not all packets belonging
to a given path (i.e., from controller to plant and vice versa)
are protected. We assume that the transmission protocol allows
to use the signature on a packet-by-packet basis. The signa-
ture approach is quite independent of the transport protocol,
as it strictly requires to modify just the payload of the packet.
Clearly, more powerful solutions can be obtained with the sup-
port of the protocol; e.g., IETF proposed a security-enabled
real-time transport protocol, which can be used in NCSs [28].

The following objectives will be addressed:
1) detection of attack interval boundaries by comparing the

statistical properties of the encrypted and unencrypted
sequences;

2) adaptation of the transmission rate according to the
instantaneous control performance.

This work is based on the following assumptions and working
conditions.
A1) Energy consumption for computation is negligible with

respect to energy consumption for transmission; the
ratio is about 22% for the 5-year-old Texas Instruments
CC2530 SoC [36]; while microcontroller consumption
is reducing every year, transmission energy is going to
remain quite unchanged if application requirements (e.g.,
transmission range) and the network infrastructure are not
deeply modified.

A2) Energy consumption for packet encryption is negligible;
in modern SoCs, encryption is performed by dedicated
hardware with a very low energy footprint.

A3) Packet encryption adds a signature at the end of the
message; therefore, the transmission of an encrypted
packet requires more energy than the transmission of an
unencrypted packet because more bits are transmitted;
this assumption is independent of CPU power, hard-
ware architecture, transmission standard, and encryption
standard.

A4) Packet encryption does not alter the sample time of the
system and the transmission delay; in fact, we assume that
the sample time step is larger enough to allow the higher
transmission time of an encrypted packet; for instance,
the time overhead to transmit the 16-byte signature of an
encrypted packet in IEEE 802.11 b is 12 µs; this way,
the proposed approach does not require to change timing
requirements for the NCS.

A5) End-to-end security protocols are used, i.e., packet sign-
ing and integrity check are performed at controller and
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Fig. 5. Energy-efficient intrusion detection and mitigation architecture.

plant side while intermediate network devices just relay
packets. In this way, a man-in-the-middle attack on a tam-
pered network device cannot modify signed data without
being discovered.

A6) The attacker alters signal from controller to plant and
plant to controller to damage the plant and to reduce
control performance; it keeps untouched the encrypted
messages to avoid being discovered.

A7) If an encrypted packet is corrupted, then the presence of
the attacker is notified to the system manager for fur-
ther security checks; this is the common approach in
traditional IDSs and firewalls.

A8) The network is not affected by time-varying transmission
delays and packet drops; time-varying delays can be com-
pensated by a buffer at receiver side [31], whereas packet
drops can be compensated by retransmission as done in
TCP; in both cases, the resulting effect is a constant
transmission delay.

The architecture and the components achieving these objec-
tives will be described in the next section.

III. PROPOSED ARCHITECTURE

In this section, we propose an architecture to handle the prob-
lems highlighted in the previous section. Fig. 5 shows the block
diagram of the architecture.

The intrusion detection mechanism is implemented in the
Security Check blocks while the adaptation of transmission
rate according to the instantaneous control performance is per-
formed in the Performance Check block; they will be described
in detail in the specific sections; here, we list the meaning of the
other blocks.

1) Controller C(z): It is a discrete-time system running at
Fc, with Fc ≤ Fs, where Fs is the maximum sampling
frequency the feedback system can run. It computes the
command u to be sent through the network based on the
tracking error e = r − ȳ, where r is the reference and

ȳ is the decrypted measurement received from the plant
(or its down-sampled version ȳDS). The difference equa-
tion describing C(z) is parametrized on the sample time
Tc = 1/Fc to allow the controller to be easily adapted to
a different sampling frequency.

2) Encryption block: This system encrypts a fraction of the
incoming packets. E = 1 means that the current packet
is encrypted and E = 0 means that the packet content is
unencrypted. Encryption means that the signature of the
message is inserted in the packet.

3) Decryption block: This block checks whether the packet
is encrypted and, in this case, it verifies the integrity of the
contained message; if an alteration is found, the attacker
is revealed. It is worth noting that the proposed intrusion-
detection mechanism is not performed by this block; in
fact, we assume that the attacker is smart and it does not
corrupt encrypted packets to avoid to be revealed.

4) Plant P (s): A continuous-time system with input ū (or
its down-sampled version ūDS) and output y.

5) Selector: The behavior of this block depends on the out-
put of the Security Check block; if an intrusion is detected
(A = 1 in the controller-to-plant channel or B = 1 in the
plant-to-controller channel), the selector discards unen-
crypted packets, so that they are not used since their
content is not trusted.

6) Attacker: The attacker tampers only unencrypted packets.
In this work, we assume additive corruptions ([27]) of the
commands sent by the controller to the plant

ū(t) =

{
u(t), if E = 1

u(t) + dC2P(t), if E = 0
(1)

and of the measurements sent by the plant to the controller

ȳ(t) =

{
y(t), if E = 1

y(t) + dP2C(t), if E = 0
(2)

where t = kTc, k ∈ N.
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The reference signal r(·) is sampled at frequency Fs (the
maximum frequency loop) and it can be down-sampled at Fc

when needed.

A. Security Check

The attack is seen by the feedback configuration as an addi-
tive disturbance, as modeled in (1) and (2). Therefore, the
feedback configuration itself can (partially) compensate for it,
as it is well known from every basic course on control theory.
This means that, e.g., a modified version ū of the control com-
mand u could generate a similar tracking error e because the
sensitivity transfer function attenuates the impact of dC2P. In
other words, just looking at the statistics of the tracking error
is not enough to detect an attack as shown comparing the time
series in Figs. 3 and 4. A similar reasoning could be done for
an attack on the feedback channel, i.e., dP2C, even though the
transfer function from dP2C to e is different than the transfer
function from dC2P to e.

For this reason, we introduce a selective encryption of the
signals (i.e., commands or measurements) sent through the net-
work not only to protect them per se in an energy-efficient way,
but also to provide a way to detect an intrusion. To explain the
idea, let us define Fs (Ts = 1/Fs) as the maximum sampling
rate of the controlled loop and Fe (Te = 1/Fe) as the con-
stant frequency of the subsampled time series used to detect
the intrusion.

At the plant side, we can compare the statistics of two time
series: the first one is related to encrypted packets

Ue =
[
· · · ū((k − 1)Te) ū(kTe) ū((k + 1)Te) · · ·

]
(3)

the other is related to unencrypted packets

Une =
[
· · · ū((k − 1)Te + Te/2) ū(kTe + Te/2)

ū((k + 1)Te + Te/2) · · ·
]

(4)

where Te/2 is a temporal offset.
In the rest of this paper, the following symbols will be used:
• encrypted packet that could be or not be sent according to

the value of control performance (see Section III-B);
◦ unencrypted packet that could be or not be sent according

to the value of control performance;
� encrypted packet collected in Ue at frequency Fe;
� unencrypted packet collected in Une at frequency Fe.

The last two kinds of packets are called anchor packets since
they are always present as required by the intrusion detection
algorithm.

Fig. 6 shows the (encrypted �/unencrypted �) packets at Fe.
These two time series must always be available, whereas the
packets in between indicated with ◦ or • are sent or not accord-
ing to the instantaneous control performance. The upper figure
represents the case when no attack is detected (A = 0) while
the lower one represents the case when an attack is detected
(A = 1).

In normal working condition (i.e., the attacker does not mod-
ify data), the statistics of Ue and Une should be quite close.
If the attacker modified the unencrypted packets, the two time
series will be statistically different.

Fig. 6. Encrypted (�) and unencrypted (�) time series for the intrusion
detection.

Several methods can be found in statistics to compare the
two time series and to answer the questions. Are they consis-
tent? Are they generated by the same statistical distribution?
We refer the reader to the book [20] and in particular to the
chapter discussing the algorithms for testing the goodness of fit.

It is important to highlight that to compute the statistics and
at the same time to be reactive to abrupt attacks, the metrics
are evaluated on subsets of (3) and (4), i.e., on two moving
windows of the same length Ue

[k−Wu,k] and Une
[k−Wu,k]. The

number of samples Wu is a design parameter and its choice is a
tradeoff between promptness of the detection (the smaller Wu,
the better) and meaningfulness of the statistical analysis (the
larger the Wu, the better). In fact, the meaningfulness of the
statistics is related to the detection performance, i.e. the false
rejection rate (FRR) and the false acceptance rate (FAR).

In Section IV, some simulation results are provided where
only the first two statistical moments, i.e., 1) average; and
2) variance, are used. However, more sophisticated tools could
be designed taking also into account a priori information such
as the spectrum of the reference signal r, the mathematical
models for the plant and the controller, and the measurement
noise distribution. The goal of this paper is to show how the
attack detection and mitigation can be implemented in a wire-
less control system. The same strategy can also be adopted in
more complex cyber-physical systems where digital and analog
devices work together.

The algorithm implemented within the Security Check block
at the plant side in Fig. 5 is as follows:

1: function A=SECURITYCHECK
(
Ue
[k−Wu,k] , U

ne
[k−Wu,k]

)
� Compute means

2: μ̂u
e (k) =mean(Ue

[k−Wu,k])

3: μ̂u
ne(k) =mean(Une

[k−Wu,k])
� Compute standard deviations

4: σ̂u
e (k) =std(Ue

[k−Wu,k])

5: σ̂u
ne(k) =std(Une

[k−Wu,k])
� Testing hypothesis on means and standard deviations

6: if |μ̂u
e − μ̂u

ne| > Tu
μ OR |σ̂u

e − σ̂u
ne| > Tu

σ then
7: A = 1 � Attack detected
8: else
9: A = 0 � No attack

10: end if
11: end function
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When the testing of at least one of the following hypothesis:

H1 : |μ̂u
e − μ̂u

ne| < Tu
μ

H2 : |σ̂u
e − σ̂u

ne| < Tu
σ

fails, it means that an attack has been statistically detected and
some countermeasures have to be taken to mitigate its effects.
First of all, only the encrypted data should be used in the
feedback control, i.e., the ones that certainly have not been tam-
pered. The second step is to alert the encryption block, so that
more packets must be encrypted to preserve the performance
level since only encrypted packets will be actually used.

The behavior of the Security Check block at the con-
troller side B = SECURITYCHECK(Y e

[k−Wy,k], Y
ne
[k−Wy,k])

is exactly the same in addition to the constants W y , T y
μ , and T y

μ

that are now related to the measurement signal.
When the wireless control system is under attack (A = 1

and/or B = 1), all the packets belonging to the attacked flow
are encrypted, thus increasing energy consumption. Therefore,
their transmission rate should be carefully adapted to the
desired control performance to avoid energy waste. For this rea-
son, the attack mitigation strategy has been combined with a
performance check mechanism as described in the next section.

Remark: The selection of the thresholds Tu
μ and Tu

σ (or T y
μ ,

T y
σ ) is of paramount importance in the proposed algorithms.

When the transfer functions of the involved systems and the
statistics of the signals are known, analytical expressions can
be derived. Let Srr(e

jω), Snn(e
jω) and Tru(z), Tnu(z) be the

spectrum of the reference r and noise n, and the transfer func-
tions mapping r into u and n into u, respectively. For example,
to compute Tu

σ , we derive the spectrum of the command2

Su(e
jω) = Sn(e

jω)|Tnu(e
jω)|2 + Sr(e

jω)|Tru(e
jω)|2 (5)

and the spectrum of its moving average (MA)

SuMA
(ejω) = Su(e

jω)|TMA(e
jω)|2 (6)

where

TMA(z) =
1 + z + · · ·+ zW

u

WuzWu . (7)

The theoretical variance is then

σ2
uMA

= RuMA
(0) =

1

2π

∫ +π

−π

SuMA
(ejω)dω. (8)

If the difference between σ̂u
e and σ̂u

ne is smaller than, e.g., 20%
of σuMA

(i.e., Tu
σ = 1

5σuMA
), the SECURITYCHECK mod-

ule does not trigger an attack alert. Similar arguments can be
exploited to analytically derive other thresholds. This approach
is theoretically reasonable, but it assumes to know perfectly the
time-invariant plant model and the statistics of the signals. This
is rarely the case and thus, in our opinion, it is wiser to derive
the thresholds by analyzing time series taken when the system
is in operation and there are no attacks. For example, in our
simulation setup, we set Tu

σ := 2maxk∈T |σ̂u
e (k)− σ̂u

ne(k)|,
where σ̂u

e (·) and σ̂u
ne(·) are the variance values when no attack

2We assume r and n independent, and we use z = ejω .

Fig. 7. Increasing/decreasing the data frequency according to the value of E
when the system is not under attack (A = 0). Meaning of the symbols: ◦,
optional unencrypted data; •, optional encrypted data; �, anchor unencrypted
data; �, anchor encrypted data.

is performed (i.e., during the interval T ). They are quite simi-
lar since the only difference is due to temporal mismatching.
This approach is much more robust to unmodeled dynamics
and uncertain statistics and, in particular, it does not require
time-invariant statistics.

The other thresholds are computed similarly

Tu
μ := 2max

k∈T
|μ̂u

e (k)− μ̂u
ne(k)| (9)

T y
μ := 2max

k∈T
|μ̂y

e(k)− μ̂y
ne(k)| (10)

T y
σ := 2max

k∈T
|σ̂y

e (k)− σ̂y
ne(k)|. (11)

B. Performance Check and Intrusion Mitigation

When the NCS is not under attack, the frequency of the con-
trol loop Fc is equal to or smaller than Fs according to the
performance. To save energy, the policy consists in sending
the smallest number of samples that guarantees to match the
required performance. In this “normal” scenario, the encrypted
packets are just the ones needed to compute the sequence
Ue
[k−Wu,k] (or Y e

[k−Wy,k]), i.e., data sampled at Fe. Fig. 7
shows how the performance check adapts the sampling rate
according to the rms error E on a M -length moving window
e(k −M), e(k −M + 1), . . . , e(k). To avoid chattering, the
requirement on the performance takes the form

Em < E < EM (12)

where the lower and upper bounds Em and EM are application-
dependent.

If the control loop is over-performing (E < Em), the sam-
pling rate of the control loop Fc can be decreased, whereas if
the control loop is under-performing (E > EM ), the sampling
rate has to be increased. The highest value for Fc is equal to
Fs, whereas the lowest is equal to either Fe in case of attack
(when only encrypted anchor packets are used) or 2Fe when no
attack is active and also unencrypted packets are used. To sim-
plify the analysis, we assume that Fs and Fe are related by a
power-of-two coefficient.

Fig. 7 reports a basic example showing the mechanism of
increasing or decreasing the sample frequency Fc in case of
E > EM or E < Em, respectively, when the system is not
under attack (A = 0).

The notification of the intrusion detection is sent to the
selector, which discards all unencrypted packets, as well as
to the encryption block at the opposite side of the system,
so that all the packets are encrypted to guarantee the same
level of performance. Moreover, in this case, the performance
check block will change the number of transmitted packets
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Fig. 8. Example of increasing/decreasing the data frequency according to the
value of E when the system detect an attack (from A = 0 to A = 1). Meaning
of the symbols: ◦, optional unencrypted data; •, optional encrypted data; �,
anchor unencrypted data; �, anchor encrypted data.

using the same policy explained above to keep the performance
between Em and EM with the minimum energy consumption.
Fig. 8 shows a possible evolution of the frequency Fc when an
attack is detected and when the performance are below Em or
above EM .

When the control loop frequency changes, the controller also
has to be updated accordingly. For example, to change the
update rate of a PID controller C(z), its discrete-time formu-
lation as a function of the sample time (Tc = 1/Fc) can be
implemented

u(k) = u(k − 1) +

(
kP + kITc +

kD
Tc

)
e(k)

−
(
kP + 2

kD
Tc

)
e(k − 1) +

kD
Tc

e(k − 2). (13)

A similar parametrization can be done if the controller is
designed in the state space domain, [4]. Even though not
reported here, a stability analysis has to be done to be sure that
the switching between different controllers does not compro-
mise the stability of the overall system. The stability analysis is
not the focus of this paper; many techniques can be applied as
surveyed in [21].

The adaptation of Fc can be implemented with the following
algorithm in the performance check block.

1: function Fc =PERFORMANCECHECK(E)
� Check performance

2: if E > EM then
� Send more data

3: Fc = min{Fmax
c , 2F old

c }
4: else if E < Em then

� Send less data
5: Fc = max{Fmin

c , F old
c /2}

6: else
� Do nothing

7: end if
8: end function

In the actual implementation of this algorithm in Section IV,
a time constant WTc is introduced between two changes of the
transmission rate. This regularization mechanism is needed to
avoid too many changes in a short time.

The combination of the security check and of the perfor-
mance check modules allows to statistically detect an intrusion
and to mitigate its effects. The objective of the proposed archi-
tecture is not only to improve the security of the transmission

(that could be guaranteed by encrypting all the packets sent
at the maximum sampling frequency) but also to adapt the
transmission rate according to the instantaneous control perfor-
mance to save energy. This mechanism is effective especially
during an attack when more energy is consumed since all
packets are encrypted.

C. Energy Analysis

This section aims at analyzing the energy consumption of
the proposed architecture and comparing it with traditional
approaches.

Let ce and cne be the energy used to transmit an encrypted
or an unencrypted packet, respectively. The proposed approach
is based on the transmission of a mixture of encrypted and
unencrypted packets organized in a regular pattern as depicted
in Fig. 6. Let n be the number of optional packets between
two anchor packets; this number is related to Fc. If we con-
sider a time period of length Te, there are always 2n optional
encrypted/unencrypted packets (•/◦), one anchor encrypted
packet (�) and one anchor unencrypted packet (�); therefore,
the power consumed by the transmitter in case of detected
attack is given by

P1 =
2nce + ce + cne

Te
(14)

otherwise by

P0 =
2ncne + cne + ce

Te
. (15)

Let p be the probability of attack; it can be easily computed
from the Markov model in Fig. 2. We assume that the security
check block takes always the same time to detect an attack at the
begin and end. Then, the expected value of power consumption
will be given by

E[P] = pP1 + (1− p)P0. (16)

By replacing (14) and (15) in (16), after some mathematical
manipulations, the following expression is derived:

E[P] =
2n

Te
[pce + (1− p)cne] +

cne + ce
Te

. (17)

As expected, the power consumption has two contributions:
1) the first contribution is variable and depends on the amount
of packets sent between two anchor packets, which is strongly
related to Fc and therefore, to the performance check algorithm;
and 2) the second contribution is constant and it represents the
cost of attack detection. This contribution cannot be avoided
even if the probability of attack is zero and the control per-
formance allows the transmission of the minimum number of
packets.

A common alternative to our proposed approach consists
in protecting all the packets, no matter an attack is present
or not. If we consider the same interval Te and assume the
same transmission rate, the power consumption in this case is
given by

Pa =
2nce + 2ce

Te
. (18)
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We can compute the relative gain on power saving for our
approach with respect to the common one in best and worst
cases (p = 0 and p = 1, respectively) as follows:

Pa −E[P]

Pa
=

{
2n+1
2n+2 (1−

cne

ce
) � (1− cne

ce
), if p = 0

1
2n+2 (1−

cne

ce
), if p = 1.

Since cne < ce, there is always a gain in using our approach.
When the attack probability is low, the gain is quite indepen-
dent from the transmission rate Fc. When the attack probability
is high, the power saving gain is proportional to the transmis-
sion rate; this analytical result shows the importance of the
performance check block in our architecture since it reduces
the transmission rate when instantaneous control performance
are above the desired threshold.

IV. SIMULATION RESULTS

In this section, the proposed energy-efficient intrusion detec-
tion and mitigation architecture (Fig. 5) is validated on a
wireless control system. The plant is a dc motor with trans-
fer function mapping voltage v(t) into angular velocity ω(t)
given by

P (s) =
ω̂(s)

V̂ (s)
=

Km

(Js+ b)(Ls+R) +KmKe
(19)

where the electromechanical parameters are R = 3.9 Ω, L =
0.0023 H, Ke =0.091 V/(rad/s), J = 0.001 kg m2 (rotor+load),
B = 0.0115 Nm/(rad/s) (rotor+load), and Km = 0.09 Nm/A.
The controller C(z) is a PI controller in which the integral gain
is proportional to the sampling frequency of the control loop
as in (13) where the derivative part has not been considered.
We assume an additive Gaussian noise n for the tachometer
with standard deviation3 equal to 0.04 rad/s (∼2.3 deg /s). The
transmission delays are equal to 20 ms in both channels.

According to the algorithm detailed in Section III, the fol-
lowing control parameters have been chosen.

1) Security check block: Length of the windows Wu =
W y = 20; thresholds for the average mean Tu

μ = 0.5,
T y
μ = 0.8; thresholds for the average standard deviation

Tu
σ = 0.2, T y

σ = 0.6. The sample time of the time series
Ue and Une is Te = 64Ts, where Ts = 1 ms.

2) Performance check block: Length of the windows M =
50; thresholds for the error rms: Em = 1, EM = 3; upper
and lower bounds of the sample time for the control loop
Tmax
c = 32Ts, Tmin

c = Ts.
In the present case, we assume that the attacker adds a high-
frequency vibration signal on the commands

ū(kTc) = u(kTc) + dC2P(kTc) [if E(k) = 0]

dC2P(kTc) = A sin(ωakTc)

3Angular velocity derived by encoders will have to consider also the error
due to the numerical derivative, which could be quite large when the velocity is
close to zero and the sampling rate is high.

Fig. 9. Application of the energy-efficient intrusion detection and mitiga-
tion. First plot: |μ̂u

e − μ̂u
ne| with threshold Tu

μ . Second plot: |σ̂u
e − σ̂u

ne|
with threshold Tu

σ . Third plot: |μ̂y
e − μ̂y

ne| with threshold T y
μ . Fourth plot:

|σ̂y
e − σ̂y

ne| with threshold T y
σ . Fifth plot: error rms E and thresholds Em = 1,

EM = 3. Sixth plot: sample time of the controller Tc. Attacks: dC2P(t) =
A sin(ωat) (A = 6, ωa = 2π40 rad/s) is added to the commands on the inter-
vals [5, 10] and [15, 30] s; dP2C(t) = A square(t/P ) (A = 5, period P =
5 s, duty cycle 50%) is added to the measurements on the interval [25, 35] s.

where A = 6, ωa = 2π40 rad/s, and a square signal on the
measurements

ȳ(kTc) = y(kTc) + dP2C(kTc) [if E(k) = 0]

dP2C(kTc) = A square(kTc/P )

where A = 5, the period P is 5 s and the duty cycle is 50%.
The sample time Tc is the current sample time of the control

loop. As explained in the previous section, this value changes at
run-time according to the rms error E. These disturbances are
just an example of a possible attack: the proposed architecture
can detect also offset, ramp, and whatever signals that change
the statistical properties of the sequence. The attack is switched
ON during the intervals [5, 10] and [15, 30] s in the controller-
to-plant channel and during the interval [25, 35] s in the plant-
to-controller channel.

In Section III, we have already introduced the average and
the standard deviation as statistical metrics. The first four
plots in Fig. 9 show the values of |μ̂u

e − μ̂u
ne|, |σ̂u

e − σ̂u
ne| and
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Fig. 10. Application of the energy-efficient intrusion detection and mitigation.
Attacks: dC2P(t) = A sin(ωat) (A = 6, ωa = 2π40 rad/s) is added to the
commands on the intervals [5, 10] and [15, 30] s; dP2C(t) = A square(t/P )
(A = 5, period P = 5 s, duty cycle 50%) is added to the measurements on the
interval [25, 35] s.

|μ̂y
e − μ̂y

ne|, |σ̂y
e − σ̂y

ne| with their thresholds derived as
explained in the Remark in Section III. It is possible to see that
the metric based on |μ̂u

e − μ̂u
ne| is not able to detect the attack:

the encrypted and unencrypted MAs overlap (as expected
because this type of disturbance has zero mean). Vice versa,
a constant bias would be clearly detected. The metric based on
|σ̂e − σ̂ne| detects the sinusoidal attack. The detection lag is
indicated by the difference between the vertical dashed–black
line (when the attack actually starts) and the green dashed–
dotted line (when the attack is statistically detected). The lag
is the side effect of the averaging on a window of length Wu.
The larger the Wu, the larger the lag. Of course to compute
a consistent value for the variance, this number cannot be too
small.

Similar considerations can be given analyzing the metrics
|μ̂y

e − μ̂y
ne| and |σ̂y

e − σ̂y
ne|. Since the disturbance dP2C is a

square signal with a large period, both metrics are able to easily
detect the attack on the feedback channel.

The last two plots show the error rms (fifth row) that the miti-
gation system tries to maintain between the upper and the lower
bounds by adapting the sample time Tc (sixth row).

The effect of the lags in detecting the beginning of the attack
and its ending is shown in Fig. 10: the plot on the top shows
the comparison between the reference and the plant output, the
two plots in the middle show the command and the measure-
ment, and the plot on the bottom shows the squared command.
Looking at the commands, it is easy to see that the values are
with the superimposed sinusoid until the attack is detected. The

situation is clearly improved with respect to Fig. 4 when the
system is under attack but no detection and mitigation algo-
rithms were implemented. In the interval between the beginning
of the attack and its detection, the commands are tampered, but
later the plant uses only encrypted packets, which are not cor-
rupted by the attacker. The tampered unencrypted data in Une

and Y ne are thrown away thanks to the selectors placed before
the plant and the controller.

V. CONCLUSION

We proposed an energy-efficient security-aware wireless
control architecture. We have shown that the intrusion is hard
to be distinguished from normal disturbance at plant side.
Encryption-based packet protection is energy-consuming for
battery-powered devices. We showed that selective encryption
allows to save energy and to detect attack at the begin and
end. We also showed how the number of encrypted packets
can be adapted according to the presence of the attack, so that
more energy is used only when needed. Since packet transmis-
sion consumes energy, we also proposed to adapt transmission
rate to instantaneous control performance. Simulation results
showed that the technique promptly reacts to attacks while
energy saving was demonstrated analytically.
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