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Foreword

The field of computer vision has its sights set on nothing less than enabling computers
to see. This monumental challenge has absorbed many creative minds over the course
of more than three decades. A basic premise held by the computer vision community
is that vision may be understood in precise computational terms, and that doing so
raises the possibility of engineering camera-equipped computer systems with human-
like perceptual abilities. Once envisioned only in science fiction, powerful machine
vision systems are now more than ever poised to become science fact. This is due
in part to the advent of increasingly potent microprocessors, as predicted by Moore’s
law, and in part to the slow but steady unraveling, on multiple scientific fronts, of the
mystery that is visual perception in living systems.

Model-based vision is a major trend in the field that approaches computational
problems attendant to vision using mathematical models. To see familiar objects
as normal people evidently do with ease, computer vision systems must be able to
analyze object shape and motion in real time. To this end, in the early 1980s, my
colleagues and I introduced a family of mathematical models, known as “deformable
models”. The motivation was to formulate visual models that unify the representa-
tion of shape and motion by combining geometry and physics; in particular, free-form
(spline) geometry and the dynamics of elastic curves, surfaces, and solids. We antic-
ipated that deformable models would lead to vision systems capable of interpreting
video sequences in terms of rigid and nonrigid objects moving before the camera. Per-
haps the simplest deformable model, deformable contours confined to the plane, also
known as “active contours” or “snakes”, quickly gained popularity following early pub-
lic demonstrations of these contours actively conforming to the shapes and tracking
the motions of object boundaries in video sequences.

I have admired Andrew Blake and his work for many years. His contribution
to computer vision is undeniable. A very readable author, Blake’s book on Visual
Reconstruction has become a classic in the field. It gives me great pleasure to see
the concept of active contours developed to the remarkable degree evident in this, his
latest book, which is authored with his talented student, Michael Isard.

In a characteristically no-nonsense, mathematically solid treatment, Blake and
Isard take the subject of active contours to new heights of theoretical sophistication
and practical application. The latter addresses the difficult task of visually tracking
the motions of a variety of complex objects captured by a video camera feeding a
frame-rate video digitizer. The impressive technical achievement of the book is a
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novel, probabilistic interpretation of active contours built on a geometric substrate
that combines B-spline curve bases with shape spaces defined by global deformations.
This combination leads to a new class of very fast and highly robust (non-Gaussian)
active contour propagation algorithms. Another noteworthy achievement is the ability
of these new tracking algorithms to learn the complex motions of specific objects
through observation, thereby automatically tuning the tracker with greater selectivity
to objects of interest, further enhancing its robustness.

This book defines the state-of-the-art of contour-based object tracking algorithms.
It is required reading for anyone interested in computer vision theory and in the design
of working computer vision systems.

Demetri Terzopoulos
November, 1997
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Preface

In the seventies and eighties, interest in Computer Vision was concentrated on the de-
velopment of general purpose seeing machines. There was wide agreement on research
priorities, developing “bottom-up” computer algorithms that would organise the raw
intensity values in images into a more compact form. The purpose of this was not just
to compress the data but also to extract its salient features. Salient features could
include corners, edges and surface fragments, to be used in identifying objects and
deducing their positions. However, experience suggests strongly that general purpose
vision is too difficult a goal for the time being.

If general purpose vision is abandoned, what alternative approach could be taken?
One answer is that generality can be abated by introducing some “prior” knowledge
— knowledge that is specific to the objects that the computer is expected to see. An
extreme form of this approach is exemplified by automatic visual inspection machines
of the kind used on factory assembly lines. In that context, it is known in advance
precisely what objects are to be inspected — it is rare, after all, for potatoes streaming
along a conveyor to give way, without notice, to a crop of spanners or chocolate
bars. When computer hardware and software are specialised entirely to deal with one
object, phenomenal performance can be obtained. A striking example is the “Niagara”
machine (Sortex, UK Ltd) for sorting rice grains which “sees” 70,000 grains every
second and almost literally spits out the rejects.

It is a commonly held view that it is hard to make progress in research by building
such specialised machines because general principles are lost to engineering detail.
That is a fair point but by no means, in our view, outlaws the use of prior knowledge
about shape in computer vision research. Instead, we would argue, scientific principles
for representing prior knowledge need to be developed. Then, when a new problem
area is addressed, the principles can be applied to “compile” a new vision system as
rapidly as possible. This includes such issues as how to represent classes of shapes
that are defined loosely. Potatoes, for instance, might be characterised as roundish
but with substantial size variations, with or without knobs. On the other hand, the
class of human faces could be represented in terms of a common basic layout, but with
considerable variation in the sizes and separations of features. Modelling classes of
shapes, their variability and their motion is one of the principal themes of the book.
The use of those models to help interpret moving images is the other central theme.

We have tried to present ideas about shape and motion in a way that will be
readable not only by specialists, but also by those who are not regularly immersed in
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the ideas of machine vision. In particular we would hope that those with backgrounds
in graphics or signal processing or neural computing would find the book a useful and
accessible guide.
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SYMBOL MEANING see page

T an estimate for the quantity x

z a prediction of the quantity z

T temporal derivative of x

X-y scalar product of vectors x, y

-l norm for functions/curves 47,58

(-, ) inner product for functions/curves 47,58

A® B Kronecker product of matrices A, B 282

T superscript denoting vector/matrix transpose

0 vector of zeros, of length Np

1 vector of ones, of length Np

A deterministic coefficient matrix in discrete dy- 204
namical model

Aq, Ag components of A 204

B(s) vector of B-spline blending functions 44

By stochastic coefficients in second-order discrete 204
dynamical model

B stochastic coefficient matrix in discrete dynam- 193, 204
ical model

B metric matrix for B-spline functions 50

By, (s) mth B-spline blending function 43

C covariance coefficient C = BBT 242

d order of spline polynomial

ElY] expectation of a random variable Y’ 294

H observation matrix for Kalman filter 216
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Glossary

SYMBOL

MEANING

metric matrix for curves in shape-space S

image measurement matrix for recursive curve-
fitting

r X r identity matrix

Kalman gain

index for discrete time ¢, = k7

length factor for search lines

no. of spans on B-spline curve

no. of frames in a training sequence Xi,... X

no. of sampled image features along a B-spline
curve

no. of control points on B-spline curve
dimension of spline space

dimension of configuration space (shape-space)

S

multi-variate Gaussian (normal) distribution
image-curve normal

innovation due to ith image feature
covariance components for shape X(t)
covariance of state X'(t)

covariance of predicted state-vector X (t;)
control points for spline curve

vector of control points

vector of z-coordinates of control points

vector of y-coordinates of control points

see page

79
124

216

174

45
175
124

43
66
69

296

122

124

218

204, 213
216

53

58

44, 53
58



SYMBOL

Qo
R

N 9

\]

Wi

MEANING

control points of template curve

rotation matrix

space-curve (3D)

auto-correlation coefficients of training sequence
training-sequence sums

image curve (2D)

root-mean-square displacement at s on a curve
root-mean-square displacement of curve
statistical information matrix

space of spline curves Q

shape-space

spatial parameter for curve

o? is variance of image measurement process
time parameter

duration T'= M of an image sequence
sample interval for image capture

matrix mapping control point vector Q to image
curve r(s)

translation vector
metric matrix for B-spline parametric curves
variance of a random variable Y

shape-matrix mapping from configuration X to
control point vector Q

pseudo-inverse of mapping W

discrete noise: vector of independent standard
normal variables

Glossary 313

see page

74
283
81
244
244
53
161
161
127
58
69

127,169

58

76
58
294
74

74
193
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Glossary

MEANING

curve shape-vector
mean value of curve configuration

state-vector for image-based dynamics at dis-
crete time k

estimated state-vector from a tracker
predicted state-vector in a tracker
mean value of state X’

history of states X' (t1),..., X (tx)

aggregated vector of visual measurements at
time t = k7

measurement history {Z(¢1),...,Z(tx)} up to
time t = kT

see page

74
160
204

214
216
204
260
127

213
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accuracy
of learning, 241, 300
of pose recovery, 149, 153
active vision, 2, 21
actor-driven animation, 5, 21
adaptive search, 221
affine
derivation of planar, 78
moments of planar, 80
planar, 72, 76, 95, 141, 195
three-dimensional, 87, 149, 154
aggregated measurement, 126, 127,
171, 214, 217, 257
aggregation of training sets, 243
algorithm
CONDENSATION, 255, 263, 278
alternative curve-fitting, 131
alternative Kalman filter, 220
B-spline span matrix, 291
construction of posterior, 170
curve-fitting, 127, 130, 138
curve-fitting with corners, 132
factored sampling, 257
Fisher discriminant, 107
Kalman filter, 218, 220
learning motion, 252

learning motion in 1D, 236, 238
learning motion in shape-space,
242, 244, 245
planar pose recovery, 142, 143
principal components analysis,
179, 183
rigid /non-rigid decomposition,
154, 156
three-dimensional pose recovery,
151, 153, 156
ambiguity in pose recovery, 143, 149
aperiodic B-spline, 45, 289, 291
aperture problem, 137
appendage of non-rigid body, 94, 305
arclength, 63, 126
area of B-spline, 63, 65, 67, 80, 293
ARP, see auto-regressive process
articulated bodies, 93, 96, 273, 303
assimilation of measurements, 126,
215, 216, 220
augmented shape-space, 181
auto-correlation coefficients, 238, 244,
301
auto-regressive process
first order, 193, 297
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second order, 200, 225, 238, 261,
263, 299
average curve displacement, see also
norm
dynamic, 195, 208, 225, 227
static, 60, 62, 79, 163, 166

B-spline, 41, 284

norm, 47
background subtraction, 110, 7113
backward difference, 298
basis

B-spline, 42, 284

PCA, 177

planar affine, 73, 78

shape-space, 74

three-dimensional affine, 89
Bayes’ rule, 160, 166, 265, 295
biometrics, 11
blue-screening, 17, 22, 277
Boltzmann distribution, 172
bootstrap filtering algorithm, 278
bootstrapping, 251, 269, 274
breakpoint, 41, 46, 287
Bresenham line algorithm, 112
Brownian motion, 188, 297

calculus of variations, 121
calibration, camera, 7, 84, 95
car tracking, 7, 196, 208
cardiac analysis, 15, 90
centroid, 63, 66, 75, 80, 152
chain

kinematic, 94, 306

Markov, 188, 210
classification of signals, 23

closed-loop steady state, 219
clutter resistance, see also background
subtraction
in target tracking, 278
problem, 18
using colour, 106
using dynamics, 134
using shape-space, 72
using validation gate, 224
using CONDENSATION, 255, 262
coherence, 239
colour, 8, 82, 104, 113, 232
computational complexity, 66, 132, 220
CONDENSATION, 4, 255, 259, 278
conditional distribution, 294
confidence region, 161, 163, 184, 188,
296
configuration vector, see shape-vector
constant velocity, 196, 206, 211, 219,
221
construction
of B-spline, 42, 284
of dynamical model, 207, 243
of shape-space, 69, 91, 153, 178,
303
continuous-time dynamics, 197, 205,
210, 230, 241, 247, 255, 297
control point, 53
control polygon, 54
control vector, 57
conversion between continuous- and
discrete-time, 298
convolution, 101, 7112
coordinate vector, see control vector
corner
image feature, 101, 7112, 131



in B-spline, 54, 287
correlation, 105, 112
covariance
definition, 295
dynamic, 194, 205, 298
for validation gate, 220
form of curve-fitting algorithm,
131
static, 160, 176
static prior for dynamic model,
247
critical damping, 206
curve approximation
as projection, 52, 68
from measurements, 115, 127, 131,
132, 137
probabilistic, 159, 184, 257, 278
with outliers, 174
curve norm, 58, 68

damping, 200, 206, 225, 240
decay, 197, 240, 248, 297
decomposition

for pose recovery, 143, 145, 149

of rigid and non-rigid motion, 154
default dynamical model, 205
deformable template, 32, 36, 95, 136
deformation space, 190, 196, 207, 229
degeneracy of pose recovery, see

ambiguity in pose recovery

degree of B-spline, 41
density

conditional, 294

function, 294

Gaussian, 160, 184, 296

multi-modal, 255, 266, 267

Index 345

non-Gaussian, 255, 277
observation, 160, 166, 169, 172,
215, 255, 258, 262, 295
posterior, 159, 166, 170, 215, 258,
295
prior, 160, 184, 215, 257, 295
process, 192, 193, 215, 297
propagation, 255, 259
spectral, 200, 298
state, 256, 262
deterministic model, 35
DFT, see Discrete Fourier Transform
diagonalisation of square matrix, 284
differential equation, see stochastic
differential equation
diffusion, 255
digital desk, 18, 23, 231
Discrete Fourier Transform, 109, 199
discrete-time dynamics, 190, 205, 210,
298
distraction, see clutter resistance
distribution, see also density
Boltzmann, 172
definition, 294
dynamical prior, 186, 190
Gaussian, 296
learning prior, 173
of curve shape, 159, 160
probabilistic framework for image
interpretation, 3
sampling from, 163
drift of random walk, 189, 195
dynamic contours, 34, 36, 213
dynamic programming, 139
dynamical model, 185, 235, 297
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edge feature, 26, 27, 101, 112
efficiency, see computational
complexity
eigenvalue, eigenvector, 283
for pose recovery, 142
of dynamical prediction matrix,
203, 248, 297
of shape covariance, 161, 177, 184
elasticity of snake, 28
ellipse, covariance, 161, 194
EM, see expectation—maximisation
energy
of motion model, 201, 211
of snake, 28, 97
envelope of AR process, 190, 205, 247
equilibrium equation for snake, 28
estimation
curve, see curve approximation
Euclidean
distance measure, 58
norm, 59, 79, 177, 282
similarity, 70, 75, 80, 118, 303
Euler angle, 143
evolution of state density, 213, 255,
278
expectation of random variable, 294
expectation—-maximisation, 241, 25/
extended Kalman filter, 277

factored sampling, 257, 278
factorisation

image-stream, 153, 156

of rigid and non-rigid motion, 154
feature curve, 97, 116, 137, 166, 169
feature detection, 21, 26, 97, 112
feature, image, see image feature

field of view, 85, 86, 141, 147
first-order AR process, 193, 297
first-order dynamical model, 188, 297
limitations, 196
Fisher discriminant, 105, 107, 113
Fisher information measure, 300
fitting, see curve approximation
focal length, 83, 95, 143
Fokker-Planck equation, 255, 278
frequency of periodic motion, 198, 206,
225, 238
function, B-spline, 42, 68, 284

gain, Kalman, 216, 234, 239

Gaussian
density, 160, 184, 296
distribution, 296
Markov process, 188
smoothing, 101

gesture recognition, 23, 254

Gibbs sampler, 278

grasp, 8, 22

harmonic motion, 200, 206, 207, 209,
230, 248

Hidden Markov Model, 22, 279

hinge in B-spline, 54, 287

hinged appendage, 93, 303

homogeneous coordinates, 22, 303

hue, 105, 113

image difference, 112, 113
image feature, 26, 97

corner fitting, 131

for CONDENSATION, 265

probabilistic, 169, 172
image processing, 97, 137, 278



image sequence, 188, 213, 238, 259

image-stream factorisation, 153, 156

implementation of B-splines, 287

importance sampling, 278

impulse response, 197, 200, 247

independence of measurements, 170,
172, 266

inertia

of B-spline, 80
of snake, 34

information, statistical, see statistical
information

initialisation, 63, 81, 95, 217, 220, 268

inner product, see norm

innovation, 124, 130, 173

interpolated image sampling, 99, 112

invariance, parameterisation, 59, 63,
65, 68, 80, 121

invariant norm, 122

invariant subspace, 117, 167, 173

isotropic prior, 161

iterative learning, see bootstrapping

JPDAF, 277

Kalman filter, 37, 213, 220, 233, 255
Extended, 277
for recursive fitting, 131
for snakes, 35
Kalman gain, 216, 234, 239
key-frames, 90, 153, 177
kinematic model, 93, 96, 303
knot, 42, 284
Kronecker product, 282

Lo norm, 47, 59, 79
Ls norm PCA, 178, 183, 184

Index 347

Lagrangian dynamics, 36, 203, 211
learning

dynamical model, 235

Fisher discriminant, 105

prior for shape, 173
least-squares estimation, 51, 130, 159
likelihood, 160, 295

maximum, 175, 237, 252, 295, 300
limiting covariance, 193
linear requirement for shape-space, 69
linear scanning, 99
local invariance to parameterisation,

121

low-level vision, 21

magnitude of a vector, 282

Mahalanobis metric, 184

Markov chain, 188, 210

Markov Chain Monte-Carlo
simulation, 278

Markov process, 188, 193, 210

Markov Random Field, 184

mask, for feature detection, 26, 112

matching, see feature detection

matrix operations, 281

maximum a posteriori estimate, 166,
295

maximum likelihood estimate, 175,
237, 252, 295, 300

MCMC, see Markov Chain Monte
Carlo simulation

mean estimation, 242, 244, 254, 258

mean of random variable, 294

mean-square displacement, 161, 169,
172

mean-state equation, 193, 205, 297
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measurement error, 126, 264
measurement history, 213, 260
metric matrix
B-spline, 50, 292
curve, b8
shape-space, 79
metric, Mahalanobis, 184
mixture of Gaussians filter, 277
MLE, see Maximum Likelihood
Estimation
modal analysis, 248
model
constant velocity, 206
examples of dynamics, 208, 231
first-order dynamical, 188, 297
learning dynamics, 235
learning shape prior, 174, 184
limitations of first-order, 196
observation for CONDENSATION,
262, 278
probabilistic feature, 169
probabilistic shape, 159, 184
second-order dynamical, 200, 201,
297
shape, 69
modular learning, 243
moments
estimation for CONDENSATION,
262
for initialisation, 81, 95
in shape-space, 79
invariant, 65, 80
of curves, 63
morphological filtering, 113
MRF, see Markov Random Field
multi-modal density, 255, 266, 267

multi-variate Gaussian distribution,
296

multi-variate learning algorithm, 242

multiple control point, 54

multiple knot, 46, 54, 287

multiple-hypothesis filtering, 255, 277

nodal variable, 30
noise
in AR process, 197, 201, 207, 211,
297
in feature detection, 101, 170
resistance to, 117, 131
non-Gaussian density, 255, 277
non-linear filtering, 256, 277
non-linear shape models, 93, 95, 23/
non-rigid motion, 90, 153, 176
norm
Lo, 47,59, 79
B-spline, 47
curve, 58, 68
Euclidean, 59, 79, 177, 282
parameterisation invariant, 122
shape-space, 79
weighted, 125
normal displacement, 62, 120, 122,
137, 162, 169
normal form for SDE, 299
normal variable, see Gaussian
distribution
normal vector search-lines, 98, 115,
122, 161, 266, 278, 292
normalisation
B-spline, 285
probability distributions, 294
vector, 282



observation
density, 160, 166, 169, 172, 215,
255, 258, 295
error, 166, 225, 230, 241, 254
model, 169, 262, 278
occlusion, 88, 224, 264
open-loop steady state, 219
operator, image-feature, 26, 101, 112
optical flow, 21, 87, 81, 95
order of B-spline, 41
orthogonal matrix, 283
orthographic projection, 85, 141
oscillator, harmonic, 206, 209, 299
oscillatory motion, 200, 206, 247, 299
outlier, 130, 139, 172, 174

parallax, 149
parameterisation invariance, 59, 63,
65, 68, 80, 121
parameters
learning, 235, 252, 300
setting manually, 205, 225, 231
paraperspective, see weak perspective
partition of motion across
shape-space, 207, 230
partition of shape-space, 190, 196
pattern theory, 2, 21
PCA, see Principal Components
Analysis
PDAF, 277
PDM, see Point Distribution Model
performance of tracker, 220, 231, 250
periodic B-spline, 45, 53, 287
periodic motion, 197, 206, 239
perspective, 72, 81, 95

Index 349

physical realisability of dynamical
model, 201, 211
point correspondence, 37
Point Distribution Model, 177, 18/
Poisson process, 264
polar angles in pose recovery, 148
pole of dynamical model, 202, 297
pose recovery, 141
ambiguity, 143, 149
of planar object, 141-143, 156
three-dimensional, 149, 151, 153,
156
weak perspective, 147, 148
power spectrum, 197, 199-201, 211,
237, 298, 300
Principal Components Analysis, 176,
179, 183, 184
probabilistic model
dynamical, 185
observation, 169, 264
shape, 159, 18/
projection
onto shape-space, 116, 118, 161,
207
propagation of state density, 205, 214,
255
pseudo-inverse, 68, 79, 118, 282

quadratic B-spline, 41

radius, spectral, 284

random sampling, 37, 163, 243, 255,
278

random variable, 294

random walk, 188, 278

rank of a matrix, 282
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RANSAC, 277

real-time tracking, 5, 31, 112, 139,
265, see also computational
complexity

realisability of physical model, 201,
211

recognition by synthesis, 3, 257

recovery, pose, see pose recovery

recursive least-squares, see
least-squares estimation

region-based image processing, 99,
101, 109, 112

regular B-spline, 42

regularised matching, 115, 118, 137,
160

reparameterisation invariance, see
parameterisation invariance

residual PCA, 178

resonant peak, 199, 201, 211, 238

Riccati equation, 194, 297

ridge feature, 27, 101, 112

rigid motion, 70, 153

RMS, see root-mean-square

robust estimator, 139, see validation
gate

robustness to clutter, see clutter
resistance

robustness to illumination, 109, 113

root-mean-square, 49

displacement, see average curve

displacement

rotation matrix, 283

sample
covariance, 175, 254
mean, 175

path, 193
point, 98, 123
set, 257
sampling
interpolated image, 99
random curve, 164, 257
scalar product, 281
SDE, see stochastic differential
equations
search region, 97, 131, 137, 162, 220,
221, 264
second-order dynamical model, 200,
201, 204, 238, 247, 299
segmentation, colour, 8, 81, 113
selectivity for motion, 250
shape-space, 69, 74, 95
examples, 75, 76
justification of linear, 93, 96
shape-vector, 69, 74
signal phase, 203, 238, 249
signal power, see power spectrum
signal processing, 68, 100, 112
silhouette curve shape-spaces, 309
similarity, see Euclidean similarity
simulated annealing, 278
singular matrix, see numerical
stability
Singular Value Decomposition, 149,
153, 154, 156, 284
singularity of planar pose recovery, 149
smoothing of tracked sequence, 278
smoothness
of B-spline, 46, 285, 287
of snake curve, 28, 30
snake, 2, 21, 26, 36, 233
space, see shape-space



span, 41, 287
matrix, 46, 288, 291
spatial variance, 161, 167, 206
spectral
analysis, 197, 198, 211, 237, 298
radius, 284
spline, see B-spline
spline-vector, see control vector
square-root, matrix, 284
stability
numerical, 78, 134
of dynamical model, 193, 203, 206,
284, 298
of snake, 30
state-vector, 204
static curve-fitting, see curve
approximation
statistical information, 296
in dynamical approximation, 185,
214, 216, 234
in static approximation, 126, 131,
160, 166, 171
steady-state distribution
first-order, 193, 195, 196
second-order, 205-207, 230, 247,
254, 269, 301
stiffness of snake, 28
stochastic differential equations, 206,
211, 297
stochastic model, see auto-regressive
process; probabilistic shape
model; second-order
dynamical model; first-order
dynamical model
SVD, see Singular Value
Decomposition

Index 351

synthesis
of model, see parameters, setting
manually
of sequence, see random sampling

telescopic appendage, 94, 307
template
intensity, see correlation matching
of default shape, 32, 70, 72, 74-76,
89, 120, 159
threshold
for outliers, see validation gate
in feature detection, 26, 101, 111
time to collision, 67
time-course, see impulse response
trace of matrix, 283
traffic monitoring, 6, 22, 95, 136, 208
training, see learning

translation
invariance to regularisation, 134,
168
unconstrained motion, 190, 196,
206, 207, 229

transpose of matrix, 282
tuning, see parameters, learning;
parameters, setting manually

uncertainty, see probabilistic model;
noise
unconstrained
Brownian motion, 188, 194
with drift, 195
shape prior, 173
underconstrained
measurement process, 134, 137,
138
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shape-space, 72, 93
uniform measurement sampling, 126
uniform shape prior, 161, 167
univariate learning, 236
unstable, see stable; underconstrained

validation gate, 130, 139, 172, 220, 233
validity
of orthographic projection, 85
of weak perspective, 84
valley feature, 27, 101, 112
variability, see covariance; spatial
variance
variance
of random variable, 294
vector
colour, 104
Fisher, see Fisher discriminant
magnitude, 282
normal, see normal vector
search-lines
operations, 281
product, 281
unit, 282
velocity initialisation, 219
virtual orthographic image, 147
viscosity of snake, 34
visibility, see occlusion

weak perspective, 81, 84, 95, 147

weight matrix, 117, see regularised
matching

weighted norm, 125

weighted sample, 257, 260

weighting, information, see statistical
information

weights, B-spline, 43, 53
white noise, 203, 297
Wiener process, 203
writing, dynamics of, 243

Yule-Walker equations, 252

zero of dynamical model, 202



